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PSF misestimation

2

True galaxy gets convolved with PSF; 
makes observed galaxy shape bigger and (generally) rounder.

Shape measurement software attempts to invert this transformation.

Misestimating PSF size or shape leads to biased galaxy shape inferences.
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PSF parameter definitions
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Ellipticities:

Second-moment squared radius:
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PSF misestimation
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Second moments add under convolution:

m 2c

{ (
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generic, but assumes 
unweighted second moments

Iobs = Igal + Ipsf
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Estimated impact of PSF misestimation on cosmology
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�̂i = �i(1 +mi) + ci

h�̂�̂i✓ = h��i✓(1 + 2hmi) + hcci✓

Shear estimator:

Correlation function:

rough LSST requirements
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Some sources of PSF misestimation

• Interpolation of atmospheric turbulence

- Measure PSF at star positions, apply at galaxy positions

• Chromatic effects

- PSF depends on wavelength

- Measure PSFs from stars with stellar SEDs.

- But PSF affecting galaxy is derived from a galactic SED.

6

(won’t touch here, but same math applies…)

• sensor effects (tree rings, chip edges, brighter-fatter)

• image misregistration
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The PSF depends on wavelength!

• Optics - refraction, diffraction, aberrations

• Sensors - absorption length of silicon 

• Chromatic seeing

• Differential chromatic refraction (DCR)

7

Some chromatic effects

Meyers+Burchat(2015a)

Plazas+Bernstein(2012), 
Meyers+Burchat(2015a)

Meyers+Burchat(2015b)

Cypriano++(2010), 
Voigt++(2012), 

Semboloni++(2013), 
Meyers+Burchat(2014)
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Differential chromatic refraction

8

Bluer photons refract more than redder photons when
entering the Earth’s atmosphere.

Zenith angle of 35°

r i

Meyers+Burchat (2015a)

PSF FWHM  
0.7 arcsec

PSF FWHM  
0.7 arcsec
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Differential chromatic refraction - SDSS data
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LSST DCR requirements
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Corrections: learn SED from photometry

11

• Can correct if you know

• PSF(λ)

• The SED

• Train a machine-learning algorithm to predict 
chromatic bias as a function of photometry.

• Conceptually similar to a photometric 
redshift.
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LSST DCR requirements
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Chromatic Seeing Requirements - σ(λ)∝λ-1/5

13

D
iff

er
en

ce
 in

 P
SF

 s
iz

e

Meyers+Burchat (2015a)

zenith angle = 45°

Meyers+Burchat (2015a)



The Last Kiloparsec Josh Meyers - Stanford University

Fast beam and chromatic absorption length

14

• LSST photons have significant transverse momentum 
inside silicon CCDs.

• Wavelength-dependent differences in conversion depth 
lead to differences in transverse conversion position.

CCD CCD

f/1.2 beam f/1.2 beam

100 μm

15 pixels = 150 μm

100 μm

15 pixels = 150 μm
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Correct the catalog, or correct the PSF?

• Machine learning gives PSF bias; still need to correct galaxy shape.

• Correction depends on galaxy profile, airmass, seeing, focal plane position, …

• PSF-level correction before galaxy shape measurement may be easier for LSST.

• Dilate or convolve PSF by Gaussian kernel to restore correct 2nd moments 
reduces shape biases for LSST by factor of ~20.

15

⨂ =
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Color gradients

• SED varies with position in real galaxies;         
so does the PSF.

• Voigt++12 and Semboloni++13 investigated this 
effect for Euclid, using simulated bulge+disk 
galaxies.  They find a systematic bias around the 
size of the expected statistical uncertainties.

• Bias due to color gradient scales like          

• LSST/Euclid ~ (0.3) x (0.4)2 x 32 ~ 0.4           
(see Sowmya Kamath’s poster!)

• However, real galaxies are not bulge+disk!  
Especially at high redshift.  (See my poster!)

16

NGC 2442

dPSF

d�
⇥ (filter width)2 ⇥ PSF area

gal area
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suggest a compensation of this artifact by adding subharmonics
to the result. However, this problem is not relevant in the current
study, because the simulation of LSST requires a large (≳1 km)
phase screen to account for the large field of view.

For the realization of the specific environment for LSST, we
adopt the results of Ellerbroek (2002), who provides the param-
eters of the atmospheric turbulence profile based on the mea-
surements at Cerro Pachón, Chile, the site of the current
Gemini-South telescope and also the future LSST observatory.
The atmospheric profile consists of six layers at altitudes of 0,
2.58, 5.16, 7.73, 12.89, and 15.46 km, as shown in Figure 4 with
relative weights of 0.652, 0.172, 0.055, 0.025, 0.074, and 0.022,
respectively (Ellerbroek 2002). The Fried parameter (r0) is set
to 0.16 m, which is reported to be an approximate median con-
dition at the location by Ellerbroek (2002); for a large telescope
with a diameter D ≫ r0 short-exposure seeing is inversely pro-
portional to r0. Each layer is allowed to move independently at a
constant velocity during the integration. The maximum wind
velocity at the highest altitude is kept under ∼20 ms!1, which
determines the minimum time step 0.005 s (corresponding to
∼0:5 pixel shift) to satisfy the Nyquist sampling rate. We choose
the dimension of our resulting phase screen array to be suffi-
ciently large (6 × 8192 × 8192 or 6 × 1:3 km × 1:3 km) in
order to keep the moving phase screens covering the telescope
field of view during the 15 s integration time.

The weighted average ψðx; yÞ of the six phase screens at a
given moment can be converted to a snapshot of the telescope

PSF in the absence of the optical aberration via the following
equations:

pðx; yÞ ¼ Aðx; yÞei2πψðx;yÞ=λ; (3)

PSF ¼ jFFTðpÞj2; (4)

In equation (3), Aðx; yÞ is the telescope pupil function (a mask
showing the obscuration) and the phase difference ψðx; yÞ has
the dimension of length. The pixel scale of the PSF array given
by equation (4) is simply Fλ=2, where F is the focal ratio. Fig-
ure 5 displays the examples of the LSST PSFs generated in this
way at different integration times. The PSF at t ¼ 0 shows the
typical instantaneous speckle. In this figure we do not include
either the optical aberration or the charge diffusion by CCDs;
however, we later add their effects to generate the simulated
LSST images. As the exposure time increases, more speckles
are stacked together, which makes the resulting PSF rounder
and makes the irregular features present in the individual speck-
les more smeared (de Vries et al. 2007).

A quantitative study on the impact of the atmospheric turbu-
lence on the ellipticity and its spatial correlation is needed to
support the validity of our simulation hereafter. As discussed
in § 4, we model LSST PSF variation CCD by CCD with poly-
nomials. If the anisotropic power from the atmosphere within

FIG. 3.—Simulated atmospheric dispersion at the proposed LSST site. We
used the dispersion models summarized in Filippenko (1982), assuming
f ¼ 8 mm Hg (water vapor pressure), T ¼ 5°C (atmosphere temperature),
and P ¼ 520 mm Hg (atmospheric pressure), which are the approximate aver-
age conditions at Cerro Pachón (Claver et al. 2004). FIG. 4.—Six layers of Kolmogorov/von Kármán phase screens used for the

atmospheric turbulence model. See the electronic edition of the PASP for a color
version of this figure.

600 JEE & TYSON

2011 PASP, 123:596–614

This content downloaded from 134.79.222.201 on Wed, 16 Oct 2013 18:36:55 PM
All use subject to JSTOR Terms and Conditions

Jee+Tyson11
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PSF interpolation and the atmosphere

• Measure PSFs at positions of stars, 
interpolate to the position of galaxies.

• Turbulence in atmosphere generates 
spectrum of refractive index variations, 
which in turn generate optical path 
differences.

* *

• Wind introduces spatial correlations in 
PSFs.  Different angles see the same phase 
screen at slightly different times.

 (⌫) = 0.023r�5/3
0

✓
⌫2 +

1

L2
0

◆�11/6

Fried parameter: 
~ 10 - 20 cm

Outer scale: 
~25 m
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Instantaneous PSF

PSF =

��F{A(⇢,�) exp(i�(⇢,�))}
��2
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Atmosphere in motion
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Heymans++12

• Studied PSF ellipticity in short 
exposures at CFHT.

• Atmospheric PSF has high frequency 
spatial correlations.

• Ellipticity correlation function 
amplitude scales like t-1/2.

• Anisotropy not correlated with 
(ground) wind direction?

386 C. Heymans et al.

Figure 6. A comparison of the wind direction and the PSF residual direc-
tion as a function of the ground wind speed measured at the start of each
observation for three samples grouped by exposure time with t ≤ 10 s (stars),
10 s>t ≤ 45 s (circles) and t = 74 s (crosses).

the arrow in the upper inset in Fig. 5), calculated as described in
Appendix B.

Fig. 6 shows a compilation of results for three sets of data, t ≤ 10 s
(stars), 10 > t ≤ 45 s (circles) and t = 74 s (crosses), comparing wind
direction and PSF or ripple orientation. We find that, in general, there
is little evidence of a strong correlation between wind direction and
PSF orientation for the range of exposure times tested. This result
is in disagreement with that of Asztalos et al. (2007), who found a
relationship between wind direction and PSF ellipticities for wind
speeds ranging from 2 to 6 m s−1 over four consecutive nights. We
note that we could have drawn a similar conclusion had we analysed
a smaller set of exposures, as the points that cluster in Fig. 6 are
typically taken on the same night. This clustering with observation
date, if sets of observations were to be analysed in isolation, might
well suggest a preferred wind–PSF orientation which we do not find
when we analyse a large set of data spanning many years of CFHT
imaging.

4 C O N C L U S I O N S : IM PAC T FO R
W E A K - L E N S I N G O B S E RVAT I O N S

In this study we have analysed short-exposure observations of dense
stellar fields to quantify the high spatial frequency variation of the
PSF which we attribute to atmospheric effects. We have shown
that in short exposures with t ≤ 30 s, the atmosphere contributes a
significant correlated anisotropy to the PSF on angular scales of θ <

10 arcmin that would dominate the cosmological signal measured in
the lower redshift bins of a cosmological tomographic analysis. On
these angular scales, the high spatial frequency of the atmospheric
aberration is too rapid to model with a typical stellar density and
standard methods.

This does not mean, however, that multiple short-exposure im-
ages cannot be combined in a way that reduces the cumulative
impact of this (random) atmospheric anisotropy on estimates of
gravitational shear in the final analysis. We found that the turbu-
lent patterns in consecutive exposures are statistically uncorrelated
when separated by time-scales of ≤50 s. Our observations motivate
the combination of information from multiple short-exposure im-
ages in a way that takes advantage of this fact. Examples of such
approaches might be cross-correlating shear estimates from differ-

Figure 7. The measured residual ellipticity correlation in our t = 10 s
data set compared to the expected WMAP7 cosmological two-point shear
correlation signal for three tomographic bins with a mean redshift z = 0.37,
0.54 and 0.79 (solid lines, the lowest amplitude corresponds to the lowest
redshift bin). The data oscillate between positive and negative correlation
which we indicate on this log–log plot using filled points where the data are
negative, which is primarily between the two dashed vertical lines.

ent exposures to estimate the shear autocorrelation, or combining
images into a stacked, co-added image. If stacking, great care must
taken to retain control and knowledge of changes in the PSF due to
interpolation and stacking of dithered data. Rowe, Hirata & Rhodes
(2011) present an example of a linear image stacking approach that
seeks to preserve this information.

As well as finding that consecutive exposures are uncorrelated,
we have confirmed the predictions of de Vries et al. (2007) in finding
that the amplitude of atmospheric distortion patterns decreases with
time as t−1/2. Our results also show that this effect is not a significant
source of error for the CFHTLenS survey, where for the first time a
lensing survey is analysing the 600-s exposures individually (Miller
et al., in preparation), as compared to previous analyses using a stack
(Fu et al. 2008).

Fig. 7 compares the measured residual ellipticity correlation in
our t = 10 s data set with the expected cosmological signal for three
tomographic bins with a mean redshift z = 0.37, 0.54 and 0.79. This
is the closest data set analysed to the proposed t = 15 s exposures
for LSST. This figure shows that our findings agree to some extent
with those of Jee & Tyson (2011), who focus on angular scales θ >

10 arcmin and find that the PSF can be modelled to high accuracy
on these scales. For smaller angular scales, however, atmospheric
turbulence effects will be a significant source of systematic error
in a weak-lensing analysis if not corrected for. Furthermore, as a
result of the anisotropic nature of the residual correlation function
(shown in Fig. 5), the effect of atmospheric turbulence may leak to
larger scales.

For a future generation all-sky lensing survey, Amara & Réfrégier
(2007) derive a requirement on the variance of systematic errors to
be below σ 2

sys < 10−7 such that experiments are limited by statistical
noise rather than systematic errors (see also van Waerbeke et al. 2006
for a similar conclusion). To reach this goal, Paulin-Henriksson et al.
(2008) show that this requires σ [εPSF] ! 10−3 for each ellipticity
component and σ [R2

PSF] ! 10−3R2
PSF for εPSF ≃ 0.05 and a typical

galaxy/PSF size ratio of Rgal/RPSF " 1.5. For the t = 10 s data, we

C⃝ 2012 The Authors, MNRAS 421, 381–389
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS
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Atmospheric distortions 383

The data were processed and stellar object catalogues produced
as described in Hoekstra et al. (2006), yielding a typical stellar
density of 7 stars arcmin−2, and in all data sets a significantly
greater stellar density than that available in extragalactic imaging
survey data taken out of the Galactic plane. We parametrize the PSF
in terms of stellar ellipticity as measured by weighted quadrupole
moments

Qij =
∫

d2θ W (θ) I (θ) θiθj∫
d2θ W (θ) I (θ )

, (1)

where I (θ ) is the surface brightness of the star, θ is the angular
distance from the star centre and W is a Gaussian weight function
of scalelength rg, where rg is the measured dispersion of the PSF
(Kaiser, Squires & Broadhurst 1995). For a perfect ellipse, the
weighted quadrupole moments are related to the weighted ellipticity
parameters εα by
(

ε1

ε2

)
= 1

R2

(
Q11 − Q22

2Q12

)
, (2)

where R is related to object size and given by

R =
√

Q11 + Q22. (3)

If the weight function W (θ) = 1 in equation (1), the ellipticity or
polarization |ε| = (1 − β2)/(1 + β2), where β is the axial ratio
of the ellipse (see Bartelmann & Schneider 2001). We note that
for the purposes of this study, the quadrupole moment description
of the PSF that we adopt is sufficient. For a detailed weak-lensing
analysis, however, many techniques now determine either a set of
orthonormal two-dimensional (2D) basis functions or a 2D pixel-
based model to describe the PSF (Kitching et al. 2011). Both these
methods would be more challenging to model in the presence of a
high-order spatial frequency variation.

In each exposure the variation of the PSF ellipticity εPSF
i and

size R across the field of view is considered to have two compo-
nents; a smoothly varying second-order polynomial over position,
εmodel
i (x, y) and R(x, y) for each chip and higher spatial varying

residuals with

δεi = εPSF
i − εmodel

i , (4)

δR2 = R2
PSF − R2

model. (5)

With a typical number density of stellar objects imaged in an high-
Galactic latitude field (40 per MegaCam chip, compared with over
700 in this analysis), the chipwise second-order polynomial model
would be the most complex model that could be accurately fitted to
lensing survey data (Rowe 2010).

3 A NA LY SIS AND RESULTS

Fig. 1 shows a typical PSF pattern for a 74-s exposure as imaged
by MegaCam at CFHT. The field of view is a square degree with
a pixel scale of 0.186 arcsec and an 9 × 4 CCD pattern which
is visible. The left- and right-hand panels show the variation in the
amplitude of the average PSF ε1 and ε2, respectively, across the field
of view. Each grid point in the grey-scale map contains on average
5 stars and spans 0.3 × 0.3 arcmin. In an image of a typical field,
out of the Galactic plane, we would find ∼1 usable star in every
∼5 grid points (∼0.4 stars arcmin−2). The upper panels show the
observed ellipticity variation. The middle panels show the second-
order chipwise polynomial model fit to the data. The lower panels
reveal the residual ellipticity δε1 and δε2 components. Fig. 2 shows

Figure 1. A typical PSF pattern for a 74-s exposure. The left- and right-hand
panels show the variation in the amplitude of the average PSF ε1 and ε2,
respectively, across the field of view. The upper panels show the observed
ellipticity variation, and the middle panels show the second-order polyno-
mial model fit to the data. The lower panels reveal the residual ellipticity
δε1 and δε2 components. The residuals show high spatial frequencies and a
preferred direction. The ellipticity amplitude in each panel is indicated by
the grey-scale shown in the vertical colour bar.

the size variation for the same exposure with the size residuals
(right-hand panel) showing the same high spatial frequencies and
a preferred direction as the ellipticity residuals. For the rest of the
paper, we focus mainly on the ellipticity variation, but come back
to the size variation in Section 4, where we show that the high
spatial frequency variation of the PSF size is as detrimental to the
weak-lensing shape measurement as the variation in ellipticity.

In order to investigate the high spatial frequency variation of
the PSF, we measure the two-point correlation function of the
residual PSF ellipticities in Fig. 3, showing the average system-
atic residual PSF correlation functions ξ+ (upper two panels) and
ξ− (lower panel) where

ξ
sys
± (θ ) = ⟨εt(θ ′)εt(θ ′ + θ )⟩ ± ⟨εr(θ ′)εr(θ ′ + θ )⟩ (6)

and εt,r are the tangential and rotated ellipticity parameters rotated
into the reference frame joining each pair of correlated objects. The
average is taken over all exposures in our sample split by exposure
length. Fig. 3 shows the amplitude of the residuals for four sets
of decreasing exposure time, revealing a characteristic shape to

C⃝ 2012 The Authors, MNRAS 421, 381–389
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS
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Chang++12

21

• Studied LSST PSF correlations using 
PhoSim.

• Chang++12 use a prior probability 
distribution to constrain the ellipticity 
and size variation on different scales.

• Tuned prior based on wide range of 
simulations.

• How can we use ancillary information 
to tune a prior for specific 
observations?

• Can a probabilistic approach make 
use of fainter stars?

2580 C. Chang et al.

Figure 5. Illustration of the short-exposure PSF interpolation problem, and the performance of different interpolation methods when we have very different
PSF patterns. The three different realizations all have stellar density ∼1 arcmin−2. The maps in the first row show the ‘true’ PSF ellipticity (ϵ1) field that
we would like to reconstruct from the stellar data in the second row, the observed stellar ellipticities. The last three rows show model PSF ellipticity maps
constructed with PSFENT, a fifth-order polynomial fit and a 5 × 5 pixel boxcar smoothing, respectively.

C⃝ 2012 The Authors, MNRAS 427, 2572–2587
Monthly Notices of the Royal Astronomical Society C⃝ 2012 RAS
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Corner rafts

22

• Can wavefront sensors usefully constrain ground layer turbulence?    
(given 15 sec integration times)

• Can scintillation on guide sensors (~10 Hz) provide useful constraints?

Wavef ront Sensors
(4 locations)

Guide Sensors
(8 locations)

741113.1MEN///MMEMEN/1=1111MMM//11EillBill=1WRI1131%
3.5 degree Field
of View (634 mm diameter) (tkireci raid

s

Intra-focal
image

Extra-focal
image

canm a
iitiNapcAi and

 

 

Each of the four corners of the focal plane has a curvature wavefront sensor (CWS). They, along with a set of guide 

sensors, are supported by the corner rafts as shown in figure 12. The green squares are CWS and the yellow are guide 
sensors. Every CWS has a pair of detectors, used to take intra- and extra- focal images respectively; one of them is 

placed 1 mm in front of the nominal LSST focal plane, the other is placed 1 mm behind. The two images are combined 

together to determine the wavefront error (WFE). Each of two adjacent CWS detectors has 2k × 4k 10 micron pixels to 
cover a 6.8’ x 13.7’ field of view.  

 

Figure 12.  Wavefront sensors 

3.4 Hexapods and Camera Rotator 

All three optical systems utilize hexapods. However, the M1M3 hexapod is an integral component of its support system 

and not normally utilized in the active optical alignment of the AOS. Consequently, it is discussed above in the M1M3 

mirror cell assembly section and not in this section. 

Both the M2 cell assembly and camera utilize hexapods to facilitate optical positioning relative to the M1M3 Mirror, and 

a rotator resides between the camera and its hexapod to facilitate tracking7, figure 13.   

 

Figure 13.  Hexapod and Camera Hexapod/Rotator Assembly 

Proc. of SPIE Vol. 9150  91500G-8

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 12/13/2015 Terms of Use: http://spiedigitallibrary.org/ss/TermsOfUse.aspx
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Chromaticity of atmospheric PSF?

23
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Chromaticity of atmospheric PSF?

24

6 layers with Jee+Tyson relative amplitudes,  
r0 = 0.2 m, L0 = infinity 

20 atmosphere realizations
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Chromaticity of atmospheric PSF?
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6 layers with Jee+Tyson relative amplitudes,  
r0 = 0.2 m, L0 = 25 m 

20 atmosphere realizations
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GalSim AtmosphericPSF questions for DESC DC1

• DESC is planning to use GalSim 
implementation of AtmosphericPSF for data 
challenge 1.  How do we decide … 

• How many layers?  What r0, L0, etc.?  What 
resolution?  What time step?

• Fresnel vs. Fraunhofer propagation?

• (How much data do we want?  How much 
compute time do we have available?)

26
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Questions

• How can we learn PSF chromaticity directly 
from data instead of relying on models?

• How can we accurately simulate the 
atmosphere?

• How can we use ancillary data to constrain 
the atmospheric PSF spatial variation?

27
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Backup slides

28



Misregistration bias
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Fluctuations in the 
relative astrometry of 
stars and galaxies 
leads to blurred 
stacked galaxy 
image.



Second moments of stacked galaxy image.
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Istackµ⌫ = Isingle epochµ⌫ + h(µ� µ̄)(⌫ � ⌫̄)i
epochs

Assuming flux is the same in each epoch:

Since this term enters in exactly the same way as the PSF,

Iobsµ⌫ = Igalµ⌫ + IPSFµ⌫

it can be treated as an error in the PSF:
�IPSFµ⌫ = h(µ� µ̄)(⌫ � ⌫̄)i

epochs



LSST requirement
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q
r2gal ⇠ 0.003

Using formula on slide 2:

m1 = m2 =
�
⇣
�IPSF

xx

+�IPSF
yy

⌘

r2gal

LSST multiplicative bias requirement and galaxy size:

|m|
max

⇠ 3⇥ 10�3

Implies the requirement:

In terms of 2D RMS centroid shifts:

|Var (x) + Var (y) | < 2.7⇥ 10�4arcsec2

q
h
�
~xi � h~xi

�2i < 16 mas



PSF statistics vs time
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6 layers with Jee+Tyson 
relative amplitudes,  

r0 = 0.2 m, L0 = infinity 
20 atmosphere realizations
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LLNL Fourier simulations - Lisa Poyneer, Bruce Macintosh, Michael Schneider

− 3 layer atmosphere with arbitrary r_0, wind velocity, no outer scale (!) 
− Fresnel & Fraunhofer propagation using JPL Proper code 
− 3 second integration

− Recover chromatic seeing 
− Small difference between Fraunhofer and Fresnel (is this systematic?) 
− Discover wavelength dependent ellipticity (!) (is this systematic?)


